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Abstract

In this paper, we put DSGE forecasts in competition with factor forecasts. We focus on
these two models since they represent nicely the two opposing forecasting philosophies.
The DSGE model on the one hand has a strong theoretical economic background; the
factor model on the other hand is mainly data-driven. We show that by incorporating
large information set using factor analysis can indeed improve the short horizon pre-
dictive ability, as claimed by many researchers. The micro-founded DSGE model can
provide reasonable forecasts for inflation, especially with growing forecast horizons. To a
certain extent, our results are consistent with the prevailing view that simple time series
models should be used in short-horizon forecasting and structural models should be used
in long-horizon forecasting. Our paper compareds both state-of-the-art data-driven and

theory-based modelling in a rigorous manner.
Keywords: DSGE models; factor models; forecasting; forecast evaluation

JEL-Classification: C2 C3, C53, E37



Non-technical summary

Recently, a growing literature has dealt with forecasting using large factor models. Typically,
the modern factor models extract only a few components (called common factors) representing the
overall economic activities of a large dataset. These factors can then be used to forecast some key
economic variables. Various applications of such models in forecasting macroeconomic and financial
variables claim that forecasts generated from factor models are superior to simple time series
benchmark models. A totally different approach to forecast economic variables is to specify and
estimate a dynamic stochastic general equilibrium (DSGE) model. DSGE models have recently
become popular in terms of policy analysis because they are very useful storytelling devices due to
their rigorous microeconomic foundations. In this paper, we put DSGE forecasts in competition with
factor forecasts. We focus on these two models since they represent nicely the two opposing
forecasting philosophies. The DSGE model, on the one hand, has a strong theoretical economic
background. The factor model, on the other hand, is mainly data-driven. In addition, unrestricted
vector autoregressive (VAR) and simple univariate autoregressive (AR) models are considered as
benchmark models. We implement out-of-sample forecasting experiments, using the aforementioned
models, on output growth and inflation in the US economy on a quarterly basis.

The underlying factor forecasting model is the diffusion indexes model (DI) proposed by
Stock and Watson (2002b). The DI model produces direct multistep forecasts without having to
specify the dynamics of the factors explicitly. We collect, in total, 83 macroeconomic and financial
series and use the static principle component method to extract the factors. The underlying DSGE
model is a prototypical monetary New-Keynesian model proposed by Del Negro and Schorfheide
(2004). The estimation of the DSGE model is carried out using the Bayesian framework.

Regarding the informativeness of forecasts, model-based output growth forecasts are generally
not informative for forecast horizons exceeding one year. However, inflation forecasts computed from
the models are vastly informative at every forecast horizon. In terms of the forecasting performance
measured in mean squared forecast errors, the factor model is, in general, superior to any other model
in the short run. The DSGE model is able to outperform the unrestricted VAR. However, the VAR
turns out to be an unreliable benchmark since it is, in most cases, the worst forecasting model.

To a certain extent our results are consistent with the prevailing view that time series models
should be used in short-horizon forecasting and structural models should be used in long-horizon
forecasting. Our paper closes the existing gap in the literature which up to now has investigated the
predictive ability of data-driven factor models and theoretical DSGE models separately from each

other.



Nicht technische Zusammenfassung

In den letzten Jahren ist die Zahl der Publikationen, welche sich mit grolen Faktormodellen
beschiftigen, stark angestiegen. Moderne Faktormodelle ziehen typischerweise aus einem grofen
Datensatz eine kleine Anzahl von Komponenten (auch gemeinsame Faktoren genannt) heraus, die die
allgemeine wirtschaftliche Aktivititen darstellen. Diese Faktoren kénnen dann zum Vorhersagen von
wichtigen Okonomischen Variablen herangezogen werden. Verschiedene Anwendungen von
Faktormodellen zur Vorhersage von makrotkonomischen und Finanzzeitreihen kommen zu dem
Schluss, dass Faktormodelle den einfachen Zeitreihenmodellen tiberlegen sind.

Ein vollig anderer Ansatz um 6konomischen Variablen zu prognostizieren ist die Spezifikation
und Schétzung eines dynamisch-stochastischen Allgemeingleichgewichtsmodells (DSGE). Die DSGE-
Modelle sind in aktuellen politischen Analysen populdr geworden. Wegen ihrer strengen
mikrokonomischen Fundierung bieten die DSGE-Modelle sehr niitzliche Interpretations-
moglichkeiten. Das vorliegende Papier vergleicht Vorhersagen von einem DSGE-Modell in
Konkurrenz zu einem Faktormodell. Wir konzentrieren uns auf diese beiden Modelle, weil sie zwei
entgegen gesetzte Vorhersagephilosophien reprasentieren. Das DSGE-Modell auf der einen Seite hat
eine solide 6konomisch-theoretische Fundierung; das Faktormodell auf der anderen Seite basiert in
erster Linie auf verfiigbare Daten. Zusitzlich werden dazu unrestringierte vektorautoregressive
Modelle (VAR) und einfache univariate autoregressive Modelle (AR) als Referenzen herangezogen.
Wir implementieren Vorhersagesimulationen auBlerhalb des Schitzzeitraums von den genannten
Modellen fir US-amerikanischen Wachstumsraten der gesamtwirtschaftlichen Produktion und
Inflation auf vierteljdhrlicher Basis.

Das zugrunde gelegte Faktormodell ist das Diffusionsindex-Modell (DI) von Stock und
Watson (2002b). Das DI-Model produziert direkte Mehrschrittvorhersagen ohne die Dynamik der
Faktoren explizit spezifizieren zu miissen. Wir sammeln insgesamt 83 Zeitreihen aus den Gebieten der
Makrookonomie und der Finanzen und benutzen die statische Hauptkomponentenanalyse um die
Faktoren zu extrahieren. Das zugrunde gelegte DSGE-Modell ist ein prototypisches monetires Neu-
Keynesianisches Modell von Del Negro und Schorfheide (2004). Die Schitzung des DSGE-Modells
erfolgt Bayesianisch.

Inflationsvorhersagen, die auf dem DSGE-Modell basieren, sind iiberaus informativ fiir jeden
Prognosehorizont. Dagegen sind die auf diesem Modell basierenden Wachstumsvorhersagen im
Allgemeinen nicht informativ fiir Prognosehorizonte, welche ein Jahr iiberschreiten. Betrachtet man
die Vorhersagegiite, gemessen mit mittleren quadratischen Vorhersagefehlern, so ist das Faktormodell
allen anderen Modellen in der Kurzfristprognose tiberlegen. Weiterhin ist das DSGE-Modell ist in der
Lage, das unrestringierte VAR-Modell zu schlagen. Allerdings hat sich das VAR-Modell im
Allgemeinen als ein unzuverlédssiges Referenzmodell herausgestellt, da es in meisten Féllen das

schlechteste Vorhersagemodell ist.



In gewissem Malle bestitigen unsere Resultate die vorherrschende Sicht, dass
Zeitreihenmodelle fiir Kurzfristprognosen und strukturelle Modelle fiir Langfristprognosen
herangezogen werden sollen. Unser Beitrag dient der SchlieBung der Liicke in der Literatur, welche

die Vorhersagegiite von daten-basierten Faktormodellen und theoretischen DSGE-Modellen bislang

getrennt voneinander untersuchte.
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Comparing the DSGE Model with the Factor Model: An
Out-of-Sample Forecasting Experiment*

1 Introduction

Various time series approaches have been proposed to forecast economic variables. For
a long time, Box-Jenkins univariate methodology has been the workhorse tool for the
forecasters and it still frequently works as the benchmark forecasting model. On the
multivariate side, the VAR and Bayesian VAR model popularized by Litterman (1986)
are also able to provide useful forecasts. However, the multivariate models typically
contain only a few variables due to their large number of parameters to be estimated
and the resulting high estimation uncertainties.

Recently, a growing number of papers have dealt with forecasting using factor models.
Stock and Watson (2002a), Bai and Ng (2002) and Bai (2003) have laid theoretical
foundations of estimating large-scale static factor models. Forni, Hallin, Lippi, and
Reichlin (2000) and Forni, Hallin, Lippi, and Reichlin (2004) developed the framework
of estimating dynamic factor models. The factor models try to incorporate as much
economic information as possible and, at the same time, are parsimonious by extracting
only a few factors out of a large data set. The various applications of such models in
forecasting macroeconomic and financial variables can be found in Stock and Watson
(2002b), Marcellino, Stock, and Watson (2003) and Forni, Hallin, Lippi, and Reichlin
(2003). They all claim that forecasts generated from factor models are superior to the
benchmark models.

Usually, the superiority of factor models, documented in the literature, is justified
only relative to simple autoregressive models or small multivariate time series models.
In general, it is difficult to establish rigorous economic foundations with forecasting
models involving factors. The estimated factors themselves cannot be identified or even
interpreted. In a sense, the factor models are among the most data-driven general-to-
specific approaches in modelling economic time series.

A totally different modelling philosophy is to use theory-based models to forecast

*I am thankful to Sandra Eickmeier, Uwe Hassler, Michel Juillard, Christian Matthes, Christian
Schumacher and seminar participants at the University of Frankfurt, the DIW in Berlin, the IWH in
Halle, the Deutsche Bundesbank in Frankfurt and the 13th CEF conference in Montréal for providing
helpful comments and discussions. I also wish to thank the Deutsche Bundesbank, where part of this
paper was written, for its hospitality and support. The opinions expressed in this paper are those of the
author and do not necessarily reflect the views of the Deutsche Bundesbank.

fCorrespondence to: Mu-Chun Wang, Statistics and Econometric Methods, Goethe-University Frank-
furt, Graefstr. 78 / PF 76, D-60054 Frankfurt, Germany. E-mail: muwang@wiwi.uni-frankfurt.de.



economic variables. However, the structural form equation models during the 70’s pro-
vided notoriously inaccurate forecasts. Since Kydland and Prescott (1982), economists
have begun to specify and estimate micro-founded dynamic stochastic general equilib-
rium (DSGE) models. Initially not considered as a forecasting tool, the DSGE models
have become popular among macroeconomists. A growing number of researchers apply
Bayesian methods to estimate the structural parameters of the DSGE models. One of
the reasons is the straightforward model comparison within the Bayesian framework.!
In addition, some researchers argue that the Bayesian approach is superior to the fre-
quentist approach like GMM and maximum likelihood in short samples. Recently, there
have been serious attempts to move DSGE models into the field of economic forecast-
ing. Smets and Wouters (2004) estimated medium-scale New Keynesian DSGE models
with Bayesian approach and claimed that their DSGE models can generate superior
forecasts compared to unrestricted VAR, whereas Del Negro and Schorfheide (2004) and
Del Negro, Schortheide, Smets, and Wouters (2007) use DSGE priors in the Bayesian
VAR setup and provide supportive results for the structural models. However, a rigor-
ous comparison of DSGE models with sophiscated time series models has not been yet
carried out.

This paper is motivated by the fact that although there are some discussions about
both factor and DSGE models in the literature, there has been, to our knowledge,
no attempt to carry out a forecasting horserace between these two model classes. The
DSGE model, on the one hand, has strong theoretical economic background and is widely
considered among theorists and central bankers as a useful model for policy analysis. The
factor model, on the other hand, is mainly data-driven and has been the subject of various
investigations on its predictive ability. Our out-of-sample forecasting experiments focus
on the output growth and price inflation of the US economy. To a certain extent, this
paper is closely related to the aforementioned forecasting performance surveys by Stock
and Watson (2002b), Forni, Hallin, Lippi, and Reichlin (2003) and Smets and Wouters
(2004). However, those papers investigate the predictive ability of the factor and DSGE
models isolated from each other. The main contribution of this paper is putting the
two state-of-the art macroeconometric models in a rigorous out-of-sample forecasting
comparison. Thus, the results might be interesting for both professional forecasters and
general macroeconomists.

The rest of the paper is organized as follow: In Section 2 we introduce the forecast-
ing models considered in this paper. In section 3 we present the data, the estimation

techniques and the design of the out-of-sample forecasting experiment. In Section 4 we

!See Schorfheide (2000)



provide estimation results and discuss the outcomes of the forecasting experiments in

detail. Section 5 concludes.

2 Forecasting Models

In this section, the forecasting models for the out-of-sample forecasting experiments are
presented. First, the factor model and its forecasting approach are discussed briefly.

Then, we provide short descriptions of the DSGE model considered in this paper.

2.1 Factor Model

Since Stock and Watson (2002a) and Stock and Watson (2002b), various forecasting
models involving factors have been proposed in the literature. Despite different treat-
ment of the estimation techniques and the dynamics of the underlying factors, it remains
inconclusive which factor specification can be regarded as the most accurate in terms
of forecasting. Forni, Hallin, Lippi, and Reichlin (2003), Schumacher (2007) found sup-
portive results for the dynamic over the static factor models, whereas Boivin and Ng
(2005) report little difference among the competitive factor specifications. In a recent
paper, Eickmeier and Ziegler (2007) use a meta-analytic approach to assess the predic-
tive ability of factor models. They conclude that the static factor specification from
Stock and Watson (2002b) yields better inflation forecasts than the dynamic approach
from Forni, Hallin, Lippi, and Reichlin (2004) and vice versa for output forecasts. Ten-
tatively, it seems that the correct choice of factor specification lies on the data at hand.
Our investigation relies on the original factor model specification by Stock and Watson
(2002a) and Stock and Watson (2002b) which can be regarded as the benchmark factor
model due to its widespread application.

Let X; denote the observed N x 1 vector of stationary time series and y; = AY;
be the first difference representation of the I(1) scalar series Y;.2 The underlying factor

model is

Xt = AFt + e,
yir1 = BL)EF +y(L)ys + €r41, (1)

where A is the IV x k factor loading matrix and Fj is the k x 1 vector of common factors,

2Thoughout this paper, Y; is either logarithmic output or price series so that the differenced Y; can
be interpreted as the associated growth rates.



e; is the N x 1 vector of idiosyncratic shocks, (L) and (L) are lag polynomials of finite
order and ¢ is the stochastic error term. Stock and Watson (2002a) show in theorem
1, that under mild moment conditions, the factors can be estimated consistently using
principle component method.

Equation (1) leads to the so-called direct multistep regression model described in
Stock and Watson (2002b):

Yion = an + Br(L)F, 4+ v, (L)ye + €, (2)

where yth+h is the horizon-specific growth rate of Y;. The associated predictors are growth
forecasts between t and ¢ + h, rather than h-step ahead forecasts of one-period growth
rates. The multistep forecasts are generated from the horizon-specific regression by
minimizing the h step ahead forecast errors directly, i.e. the underlying model is different
in every forecast horizon. Hence, we do not have to specify the potential dynamics of
the factors explicitly. This procedure leaves only a small set of unrestricted parameters

to estimate compared with fully specified dynamic factor models.

2.2 New Keynesian DSGE Model

For our forecasting experiments we adopt a prototypical New Keynesian DSGE model
considered in Del Negro and Schorfheide (2004). The model can be regarded as a bench-
mark DSGE model which has been investigated extensively in the literature. Del Negro
and Schorfheide (2004) for instance investigate the predictive ability of the model in the
Bayesian DSGE-VAR framework and conclude that the priors derived from the theo-
retical DSGE model can help improve forecasts over unrestricted VAR models. In our
analysis we do not use the approximated VAR representation of the DSGE model. In-
stead we work with the fully specified model directly. We hope that our approach by
taking the structural restrictions of the DSGE model more seriously set contrast with
the pure data-driven factor model for our forecasting experiment.

There is a representative household which maximizes an additive separable utility
function in consumption, real money balances and hours worked over infinite lifetime.
The household gains utility from consumption relative to the level of technology, real
balances of money and disutility from hours worked. The household earns interest from
holding government bonds and real profits from the firms. It also receives wages from
supplying perfect elastic labour to the firms. In addition the household pays lump-sum
taxes to the government.

There is a perfectly competitive, representative final goods producer which uses a



continuum of intermediate goods as factor inputs and takes the factor prices as given.
The intermediate good producers are monopolists which hire labour as the only fac-
tor input. The production technology process is the same for all intermediate good
producers and fluctuates around the steady-state growth rate. The nominal rigidities
are introduced in terms of price adjustment costs for the intermediate goods producers.
Each firm maximizes the profits over infinite lifetime by choosing its labor inputs and
prices.

The government spends in each period a fraction of total outputs which fluctuates
exogenously. It issues bonds and levies lump-sum taxes as part of the budget constraint.
The monetary authority follows the standard Taylor rule, which embodies the inflation
target and the output gap with an exogenous monetary policy shock. The following
log-linearized equations of the model are taken directly from Del Negro and Schorfheide

(2004). All variables with ~ are log-deviations from their steady-state values.

b = BilE) - B~ Bl + (1= p)o+ pui
e = %Et(ﬁtﬂ) + k(¢ — 1)

Ry = prRi1+ (1= pp)(Wrfte + odts) + ery

Gt = pgt—1+€gy

Zt = pyi-1tent,

where z; denotes the detrended output (divided by the non-stationary technology process),
m; is the gross inflation rate of prices, P,. R; is the gross nominal interest paid by holding
government bonds. g; is defined as 1/(1—¢,), where &, is the fraction of output consumed
by the government. The fluctuations around the technology growth rates are denoted as
2. Both are assumed to follow an AR(1) process with the associated iid normal idiosyn-
cratic shocks €, and €4, The monetary policy shock egr; is assumed to be iid normal
as well. The standard deviations of the shocks are denoted as og, 04, and o,. The set
of deep parameters includes 7, which denotes the inverse of the intertemporal elasticity

*

of substitution, ~ is the steady-state growth rate of technology, r* is the steady-state
real interest rate, x is the slope of the Phillips curve, pp measures the degree of central
bank’s interest rate smoothing, 1; and v, are the long-run feedback coeflicients from
the target values of inflation and output respectively.

The set of measurement equations according to the observable variables quarterly

GDP growth rates (YGR), quarterly inflation rates (INFL) and annualized nominal



interest rates (INT) are defined as

YGRt = 111’}/ + 100(-'1% - it—l + it)
INFL, = In7*+ 1007
INT, = 4ln7* +4Inr* + 400R,,

where 7* is the steady-state inflation. Let

o = [T7 Ry PR ¢17 ¢27 pg7pz7ln771nﬂ-*7lnr*7gfia O-gv UZ]I

denote the vector of the model deep parameters to be estimated, and S be the collection
of the sample of the observables YGR;, INFL, and INT;. The forecasts generated
from the DSGE model are h-step ahead forecasts of quarter-to-quarter output growth
and inflation. In order to compare with the forecasts generated from the factor model,
we have to accumulate the forecasts of the DSGE model to obtain the horizon-specific

growth rate forecasts

3 Data and Estimation

This section deals with the underlying dataset and estimation techniques of the various
models introduced in the previous section. First, we discuss the data, sample and ex-
perimental design of the out-of-sample forecasting experiment. The rest of the section
provides detailed descriptions of estimation procedures of factor models, DSGE models
and VAR/AR models.

3.1 Data and Experimental Design

The goal of this research paper is to carry out simulated out-of-sample forecasting exper-
iments for the output growth and inflation of the US economy at a quarterly frequency.
The dataset for all models spans from 1959:1 to 2006:3. For the factor estimation, we
obtain 83 US economic time series measuring overall economic activity on a quarterly
basis from Moody’s Economy and Datastream Advance. We argue that the dataset is,
admittedly, not identical with Stock and Watson (2002b), but that it is rather similar as
the data selection and treatment closely follow the data description in Stock and Watson

(2002b) and uses the same series where applicable.?

3Detailed descriptions of the dataset are given in the appendix.



For the estimation of the DSGE model we use quarterly data obtained from BEA to
calculate output growth (YGR) as 100 times the logarithmic differences of GDP (GDP-
SAAR, Billions Chained (2000) Dollars). Inflation (INF'L) is represented by 100 times
the logarithmic differences of CPI (CPI-U, All Ttems, SA, 1982-1984=100, source: BLS).
The nominal interest rates (INT') are represented by the average effective federal funds
rate during the first month of each quarter. (Source: FRED).

For the out-of-sample forecasting experiments, we use rolling regression with sample
size fixed at 80. Forecast horizons up to 12 quarters are considered. The first estimation
sample starts from 1960:1 and ends in 1979:4 so that the first forecasting date is 1980:1.
Earlier observations are used to compute the initial growth rates. After all models have
been estimated, the first set of out-of-sample forecasts is computed. Then, sample range
shifts one-step forward to 1960:2-1980:1 in order to compute the second set of forecasts.
The estimation is performed 96 times to obtain a series of forecasts for each forecast
horizon and each model. The last sample is 1983:4-2003:3 and the last forecasting date
is 2006:3.

3.2 Data Treatment and Estimation
3.2.1 Factor Model (Diffusion Index)

In terms of factor estimation, we follow closely the pre-estimation data treatment de-
scribed in Stock and Watson (2002b). First, all series in X; which are not negative or
already expressed as rates or percentage units are taken logarithm. Then, the series are
differenced according to preliminary data analysis. All implemented data transforma-
tions are documented in the Appendix. Finally, all series are demeaned and standardized
to have unit variance. The estimation of the forecasting equation (2) involves estimated
factors, which are computed using the principle component method. The forecasts are

then generated as

m p
Dionr = an+ Y BriFrjin+ Y Anyr—it1, (3)
j=1

=1

where Qéﬁ hIT denotes the h-step ahead growth forecasts at time 1" defined earlier, and
F; denotes the vector of k estimated factors. m, p, and k are either fixed or selected
with BIC with 1 < m < 4,0 < p <4, and 1 < k < 6, which is very similar to
the specifications of Stock and Watson (2002b) where they refer (3) to the diffusion
index forecasts (DI). Stock and Watson (2002a) show, in theorem 2, that, under mild



regularity conditions, (3) can be estimated consistently with OLS. For the out-of-sample
forecasting experiments, y; is represented by YGR and INFL and g} is calculated as
100 times the logarithmic h-th differences of the associated series in level (GDP and
CPI).4

3.2.2 New Keynesian Model

We estimate the New Keynesian DSGE model using a Bayesian approach. Since the
model has been log-linearized, it can be written in the state space representation. The
system 1is solved under rational expectations. The support of the prior distributions
has been restricted such that the uniqueness of the solution is guaranteed, then the
Kalman filter is applied on the systems to evaluate the likelihood function. The posterior
densities estimation of the parameters is carried out with the Markov Chain Monte Carlo
algorithm (MCMC).> We proceed with a slightly modified version of the Random Walk
Metropolis-Hastings algorithm (RWMH) documented in Schorfheide (2000). Let {(®|S)
denote the conditional log-likelihood function of the deep parameters and In p(®) denote

the log of prior density.

1. Find the posterior mode ® and Hessian & of ® by numerical maximizing the
[(®]S) + Inp(P).

2. For J parallel chains, draw the starting value <I>9 from N(i),cji_l), where ¢;

denotes the scale parameter of the jumping distribution for each chain j.

3. At step 1, take a candidate draw @7 from N(@;fl, c; 271,

4. Calculate the acceptance probability 04; = min <1, p(®3]5) /p(@j._IIS)), where
p(.]S) denotes the posterior density.

5. Accept the candidate draw by setting <I>§- = <I>;‘f with probability az-. Otherwise, set
Pl = Pl
J J o

6. Calculate the average acceptance ratio &;. Adjust ¢; every g-th iteration according
tocj = cj%, where o* denotes the target average acceptance ratio. Do not adjust

after the replications exceed the threshold 1.

7. Go to step 3 until maximum iteration I is reached.

*Notice that, implicitly, we treat prices as I(1) series. This is given by the fact that our DSGE model
assumes inflation to be stationary.

>The estimation and forecasting of the DSGE models are performed with modified version of Dynare.
Part of the algorithm presented in this paper is documented in Dynare.



The algorithm is different from Schorfheide (2000) in two respects. First, we use J
independent chains in order to compute the convergence diagnostic plots proposed by
Brooks and Gelman (1998). Second, we adjust the scale parameter automatically within
the RWMH algorithm since all models have to be re-estimated several times according
to the out-of-sample forecasting experiments. Finding the appropriate scale parameter
manually for the jumping distribution for each rolling sample is too tedious and a time-
consuming task. Notice that our algorithm does not violate any regularity conditions
which guarantee the convergence of the Markov chains since we only use the draws with
constant jumping distribution, i.e. the draws below threshold I with moving jumping
distributions are discarded.

Posterior inference is based on combinations of the remaining draws of all parallel
chains. To be precise, we set J = 2, I = 25000, I = 50000, ¢ = 500 and o* = 0.3. The
mean of the posterior forecast distributions is taken as the point forecast of the relevant
variable. The MCMC diagnostics proposed by Brooks and Gelman (1998) show that all

Markov chains for each estimation sample have converged nicely.

3.2.3 Benchmarks: VAR and AR Model

Since the solution of the DSGE model can be approximated with a restricted VAR model,
it is natural to estimate a corresponding unrestricted VAR as a counterpart in the out-
of-sample forecasting experiment. According to our DSGE model, the unrestricted VAR
contains the same observed variables: YGR, INFL and INT. We report results for
both the fixed-lag specification and the information criterion-based lag selection (BIC).
The horizon specific growth rate forecasts are constructed in the same way as in the case
of the DSGE model.

The benchmark AR model follows the specification of the direct multistep regression

model:

y?—f-h = an + 7 (L)ye + €tvn- (4)

The model has the same dynamic specification as our factor forecasting model in (2).
The only difference is the lack of factors in (4). The lag length selection is carried out
with BIC.

4 Forecasting Results

Section 4 presents the findings of this paper. First, summary results of the DSGE models

estimation are provided. The remainder of section 4 discusses in detail the outcomes of



the main out-of-sample forecasting experiments of output growth and inflation.

4.1 Estimation Results of the DSGE model

Table 1 reports the priors and means of the posterior mean of the deep parameters
with the associated 90% highest posterior density interval (HPDI) for the first and last
estimation samples. The first sample ranged from 1960:1 to 1979:4 and can be regarded
as the pre-Volcker era, or "Great Inflation". The last sample 1983:4-2003:3 encompasses
the Volcker-Greenspan era, or the "Great Moderation". The priors are very similar
to those from Del Negro and Schorfheide (2004) with the means centred on various
calibration exercises and micro-estimates.’

The estimated moments of the posteriors are mostly in line with estimates reported in
the literature. Interestingly, most of the parameter estimates differ substantially between
the two samples and reflect the change of the economy from "Great Inflation" to "Great
Moderation". The steady-state growth rate of technology rises from 0.50 for the pre-
Volcker period to 0.60 for the Volcker-Greenspan sample. The steady-state inflation
rate during the Volcker-Greenspan period (0.86) is only moderately lower than in the
pre-Volcker period (0.89). In terms of monetary policy, the estimated responses of the
central bank to deviations of output and inflation to their targets have hardly changed.
However, the estimate of the interest rate smoothing parameter is substantially higher
during the Volcker-Greenspan period (from 0.64 to 0.85). These results indicate that
the US central bank may have shifted toward a more gradual monetary policy.

The other major differences between the two sub-periods are the estimated volatilities
of the structural shocks. Compared with the pre-Volcker period, the standard deviations
of all structural shocks have decreased considerably in the latter period. The standard
deviation of monetary shock drops from 0.26 to 0.17, and the standard deviation of the
technology shock nearly halved from 0.89 to 0.49. The estimated standard deviation of
the government spending shock has also decreased (from 0.44 to 0.40). The slope of the
Phillips curve has become flatter in the second period. Usually, it is a hint that the prices
have become stickier. Nevertheless, the slope coefficient k is a nonlinear combination of
both the price stickiness and the elasticity of intermediate goods demand, which cannot

be identified separately. Therefore, one should be wary of this interpretation.

®We have investigated the sensitivity of our results by increasing the prior standard deviations of the
DSGE model by 50 percent. The overall results remain very similar.
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4.2 Informativeness of Forecasts

In order to access informativeness of forecasts generated from the models, we report in

Table 2 the relative mean squared forecast errors defined as

MSFE,,

where M SF E,, denotes the mean squared forecast errors generated from the particular
forecast model, and M SF Ey denotes the mean squared forecast errors with the in-sample
mean of the series as the forecast. The values can be interpreted as gain (or loss if the
sign is negative) in M SFEs of the conditional forecasts based on the particular model
relative to the unconditional mean. If a model forecast is considered as informative, its
rMSFE should be larger than zero.”

Figure 1 shows the rMSFEs of our out-of-sample forecasting experiments.® The
upper panel shows the results of output growth forecasts. The DI model is able to
provide substantially informative forecasts up to two-years-ahead horizon. At the one-
quarter-ahead horizon, the DI model yields 28 percent lower mean squared forecast errors
than unconditional forecasts. At the one-year-ahead horizon the improvement is even
higher at 32 percent. Overall the DI model is superior to any other models considered
in this paper. Compared to the simple AR model, the improvement of the DI model
is 18 percent at the one-quarter-ahead horizon. With regard to the DSGE model, the
improvement is even higher at 35 percent. The DSGE and the VAR model are not able
to provide informative forecasts for output growth at all. This is not really surprising
given that the output growth is a particularly difficult series to predict.” Nevertheless,
the results indicate that the prevailing approach of treating the unrestricted VAR model
as the benchmark is somewhat problematic, since the unrestricted VAR model itself is
outperformed by simple unconditional mean in terms of output growth forecasts.

The lower panel of figure 1 shows the results for inflation forecasts. Now, all models
except the VAR model can clearly generate informative forecasts for all forecast horizons.
For both the DI and the DSGE model, the improvements in mean squared forecast
errors are over 60 percent up to one-year-ahead horizon. The DI model also has a better
performance than the DSGE model within this range. At the one-quarter-ahead horizon,

the DI model yields 29 percent lower mean squared forecast errors than the DSGE model.

"Brisson, Campbell, and Galbraith (2003) also refer to the relative mean squared forecast errors as
the forecast content function.

8Detailed tables of the M SFEs can be provided upon request.

See Brisson, Campbell, and Galbraith (2003).

11



On the other hand, the DSGE model has, overall, the best predictive ability beyond the
one-year-ahead horizon. It is able to outperform the DI model by 23 percent at the six-
quarter-ahead horizon. The AR model performs somewhere in between. It is worse than
the DI model and better than the DSGE model up to five-quarters-ahead horizon and
the reverse is the case afterwards. In sharp contrast to the output growth forecasts, the
VAR model is able to generate considerably informative forecasts up to two-years-ahead

horizon. However, it remains the worst forecasting model for all forecast horizons.

4.3 Various Factor and VAR Specifications

In this subsection we provide cross-check with the results of cited literature, namely
Stock and Watson (2002b) for the factor model where the AR model is considered as
the benchmark and Del Negro and Schorfheide (2004), where the performance of the
DSGE-VAR model is documented using the unrestricted VAR model as the benchmark.
Hence, we focus on the number of estimated factors used in the DI model and the lag
length of the VAR model. Figure 2 shows the gain in M SFFE of a different number of
estimated factors over the simple AR model, where BIC denotes the automatic factor
selection with Bayesian information criterion, and k denotes the fixed number of factors
specification of the DI model. In general, the results are very similar to the findings of
Stock and Watson (2002b). In terms of forecasting output growth, only a few factors
are needed to outperform the benchmark AR model. There are considerable gains in the
predictive ability of the DI model if one uses more than one factor. The improvement
over the AR model varies mostly around 20% for all forecast horizons.

The results of inflation forecasts are quite different from the output growth forecasts.
Now, using one factor is the only case where the DI model is able to beat the AR model
for all forecast horizons. A Higher number of factors, including BIC based selection,
generate inferior forecasts to the AR model beyond the five-quarters-ahead horizon.
Interestingly, there seems to be no advantage of using BIC to automatically determine
the number of factors for both output growth and inflation forecasts.

Figure 3 shows the gains of the DSGE model over different lag length specification
of the unrestricted VAR model, where BIC denotes automatic lag length selection with
Bayesian information criterion and p denotes fixed lag length specification of the VAR.
Again, the results are in line with the associated results from Del Negro and Schorfheide
(2004), where a VAR(4) is used as the benchmark. Clearly, the DSGE model is able to
outperform the VAR(4) decisively in forecasts of both output growth and inflation. There

are only a few occasions where the VAR model can generate superior forecasts. The

12



VAR(1) yields 10 percent and 6 percent lower M SF'E for ouput growth at one-quarter-
ahead and two-quarter-ahead horizon respectively. The VAR(3) has at its best (at two-
years-ahead horizon for output growth) 6 percent lower M SFE than the DSGE model.
No VAR model specification can compete with the DSGE model in forecasting inflation
for all horizons. Overall, the predictive ability of the VAR model tends to deteriorate
quickly relative to the DSGE model as the forecasting horizon grows. However, as we
documented in the previous subsection, the VAR model is an unreliable benchmark in
terms of informativeness. We argue that the supportive results for the DSGE models
in the literature may be due partly to the fact that the underlying benchmark models
(VAR) are easy to outperform.

4.4 Testing equal predictive ability

We show that exploiting large datasets with the factor framework can indeed lead to more
accurate forecasts than is possible with simple time series models. Also, it seems that
the DSGE model is not able to compete with the factor model except for long horizon
inflation forecasts. However, there is a general caveat of evaluating forecast accuracy
based on error metrics suchb as MSFFE: it is the lack of statistical significance. It is
not possible to make rigorous statistical statements by simply ignoring the sampling
uncertainties of such metrics. To trace the systematic differences between competing
forecast models, we need statistical hypothesis tests.

Diebold and Mariano (1995) and West (1996) discuss some significance tests of fore-
cast accuracy in the literature and present their own asymptotic test of equal forecast
accuracy, which we refer to the Diebold-Mariano-West test (DMW test). Let P be the
total number of forecasts, and consider two forecast error series w1, and ug,. The null

hypothesis of equal accuracy of two competitive forecasts is
Hyo : E[g(u1p) — g(uzp)] = E(dp) = 0.

where g(.) denotes a loss function and d, denotes the loss differential series. The large

sample N (0, 1) test statistics under the null of equal accuracy is

Spay = — 2
S TS
P
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where d denotes the sample mean loss differential and f;(0) denotes the spectral density

of the loss differential at frequency zero

o0

1
- % p)/d(’r)7

T=—00

fa(0)

where ~y,4(7) are the autocovariances of the loss differential at displacement 7. In practice,
fa(0) can be consistently estimated with the HAC estimator proposed by Newey and
West (1987)

B
27 fa(0) = 54(0) +2 Y (1= ) 4a(7),
T=1

where B denotes the truncation lag and 4,(7) denote thes sample estimates of the
autocovariances. In our paper, we consider quadratic loss function and B = h — 1. 19

The test statistic requires the limiting variance of the loss differentials to be finite
and strictly positive. With nested models, this is unfortunately not the case when both
the estimation sample R and the number of forecasts P goes to infinity, because, in this
case, the forecast errors are, under the null hypothesis, asymptotically the same and,
therefore, perfectly correlated. Clark and McCracken (2001) show that, when compar-
ing two nested forecasting models, the DMW test statistics have a non-standard limiting
distribution. However, in Giacomini and White (2006), theorem 4, it is demonstrated
that, under the rolling window regression and taking account of the estimation uncer-
tainties, the limiting distribution is still standard normal. In addition, Giacomini and
White (2006) argue that by focusing on the estimated rather than the population val-
ues of the model parameters, their framework can accommodate Bayesian estimation
methods. Hence, we argue that the proposed test statistic is suitable for our forecasting
experiments.

Table 2 presents the results of the pairwise unconditional equal predictive ability
tests. Plus (minus) signs of the test statistics indicate that the forecasting model in rows
have lower (higher) squared forecast errors in mean than the corresponding forecasting
model in columns. Strikingly, looking at output growth forecasts, there are only very
few occasions showing significant differences between the competing models. The test
reveals that only the AR model at one-quarter-ahead horizon is able to outperform the
naive mean significantly. The factor model produces significantly better forecasts than

the DSGE and the VAR model also at one-quarter-ahead horizon. From two-years-ahead

10We also tried different spectral density estimator like quadratic spectral kernel and automatic trun-
cation lag selection proposed by Andrews (1991). Overall, the test outcomes remain very similar.
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horizon onwards, no significant differences can be found between the competing models.

In terms of the inflation forecasts, the results are quite different. Now, all mod-
els are able to generate significant informative forecasts up to one-year-ahead horizon.
Especially the DI model dominates all competing models at one-quarter-ahead hori-
zon. Interestingly, the DSGE model tends to outperform the competing models as the
forecasting horizon grows. However, on no occasion is the DSGE model significantly
superior to the DI model. Overall, the unconditional predictive ability tests report few
differences across the competing forecasting models considered in this paper. The DI
model seems to be superior in short-horizon output growth and inflation forecasts. The
DSGE model is arguably more accurate in long-horizon inflation forecasts. Nevertheless,
it is documented that the DMW test has low power in the finite sample, particularly
when nested models are involved.'! Hence, the results of the test should be regarded as

complementary rather than definitive.

5 Conclusion

This paper conducts out-of-sample forecasting horse race between data-driven and theory-
based forecasting models, with large factor models and small-scale New Keynesian DSGE
models serving as the prominent state-of-the-art candidate models. The results of factor
models confirm findings from various surveys claiming that the factor models are able to
provide reasonable short-run forecasts for both output growth and inflation. However,
the choice of the number of factors clearly matters for the predictive ability of factor
models, although how the "correct" number of factors should be selected is unclear, since
the automatic information criterion-based procedure does not uniformly outperform the
manually fixed procedure.

The estimation results of the small-scale New Keynesian DSGE model are quite stan-
dard compared with the related empirical literature. Some key notions of the economic
evolution can be captured with the rolling sample regressions of the models. The most
surprising result is the strong predictive ability of the DSGE model in forecasting in-
flation in the long run. We show that, by taking the economic meaningful restrictions
imposed on the DSGE models seriously, one can still obtain reasonable forecasts. The
unrestricted VAR model, as the common benchmark in assessing the predictive power
of DSGE models, turns out to be very weak. It is not able to provide informative fore-
casts for most cases. Therefore we suggest future out-of-sample forecasting experiments

involving DSGE models to include more reasonable benchmarks.

"See Clark and McCracken (2001).

15



Given the wide variety of DSGE models in the literature, this paper should not be
understood as an exhaustive research into the predictive ability of DSGE models. Nev-
ertheless, the findings of the forecasting experiments are surely encouraging for further
research on this topic, since the DSGE model is a very useful storytelling device for
both theorists and policymakers. It is important that such a device exhibits reasonable
predictive ability. Future research on topics should try to dissect the impact of different
structural restrictions on the predictive ability of the DSGE models in order to develop

a deeper understanding of the underlying structural economy.
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Appendix

This appendix gives an overview of the dataset used to construct the factors. The data
are presented in the following ordering: series number, series mnemonic, series descrip-
tion and transformation code. The transformation codes are 1 = no transformation, 2
= first difference, 3 = first difference of logs, 4 = second difference of logs. All price
series are obtained from Moody’s Economy and all other series are obtained from Datas-
tream. The series mnemonics and descriptions are taken directly from the associated
sources. The interest rate spreads are calculated using the average federal funds rate ob-
tained from Moody’s Economy. The abbreviations appearing in the series descriptions

are sa/sadj = seasonally adjusted, cura = current prices, seasonally adjusted, vola =

volumn index, seasonally adjusted.

Prices

1 cpivaa_us

2 cpiuac_us

3 cpivad_us

4 cpiuam_us

S cpiuas_us

6 cpiuat_us

7 cpiull _us

8 cpiul2_us

9 cpiul5_us
10 ppisp1000 us
11 ppisp2000 us
12 ppisp3000_us
13 ppisp3100 us

Consumption
14 uscdtan b

15 uscondurb
16 usconndrb
17 usconsrvb
18 usperconb

=

cp

=t

cp

=.

cp
cp
cp
cp
cp

=22 = =20 =20 =

pp

=. =

pp

: urban consumer - apparel, (1982-84=100, sa)
cpi:
: urban consumer - durables, (1982-84=100, sa)
cpi:
: urban consumer - services, (1982-84=100, sa)

: urban consumer - transportation, (1982-84=100, sa)

: urban consumer - all items less food, (1982-84=100, sa)

: urban consumer - all items less shelter, (1982-84=100, sa)

: urban consumer - all items less medical care, (1982-84=100, sa)
ppi:
: stage of processing - intermediate materials, (index 1982=100, sa)
ppr
: stage of processing - finished consumer goods, (index 1982=100, sa)

urban consumer - commodities, (1982-84=100, sa)

urban consumer - medical care, (1982-84=100, sa)

stage of processing - crude materials, (index 1982=100, sa)

stage of processing - finished goods, (index 1982=100, sa)

pce - durables, new autos (ar) cura

personal consumption expenditures - durables (ar) cura
personal consumption expenditures - nondurables (ar) cura
personal consumption expenditures - services (ar) cura
personal consumption expenditures (ar) cura
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Employment
19 usem21 o

20 usem23__ o
21 usem42 o
22 usem81 o
23 usemig__ o
24 usemimd o
25 usemip__ o
26 usemir__ o
27 usemit__ o
28 usempallo
29 usempg_ o
30 usempmano
31 usemps__ o
32 usemptoto
33 ushlpwadq
34 usun_totq
35 usundurne
36 usunwl4 q
37 usunwl5 q
38 usunw26_q
39 usunw5_ q
40 usvactoto

Housing
41 ushbrm__ o
42 ushbrn__ o
43 ushbrs o
44 ushbrw__ o

45 ushouse o

Hours and earnings

46 ushkim__o
47 ushxpmano
48 uswr23 b

49 uswrim__ b

employed - mining vola

employed - construction vola

employed - wholesale trade vola

employed - otherservices vola

employed - government vola

employed - durable goods vola

employed - totalprivate vola

employed - retail trade vola

employed - trade, transportation, & utilities vola
employed - nonfarm industries total (payroll survey) vola
employed - goods-producing vola

employed - manufacturing vola

employed - service-providing vola

total civilian employment vola

help wanted-proportion of labor markets w/rising want-ad vola
unemployment rate sadj

average durationof unemployment (weeks) vola
unemployed distribution - 5 to 14 weeks sadj
unemployed distribution - 15 weeks & over sadj
unemployed distribution - 15 to 26 weeks & over sadj
unemployed distribution - less than 5 weeks sadj
index of help wanted advertising vola

housing started - midwest (ar) vola
housing started - northeast (ar) vola
housing started - south (ar) vola

housing started - west (ar) vola

new private housing units started (ar) vola

avg wkly hours -manufacturing vola

avg overtime hours - manufacturing vola
avg hrly earn -construction cura

avg hrly earn -manufacturing cura
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Output and income

50 usipmbuqg
51 usipmcogg
52 usipmducg
53 usipmfgsg
54 usipmfing
55 usipmmatg
56 usipmnocg
57 usipmprog
58 usiptot g
59 usiumfgsq
60 uspdispib
61 uspersinb

Interest rates

62 uscrbbaa
63 uscrbyld
64 ustrb3av
65 ustrenl0
66 ustrenl
67 ustrenS_
68 usytb6sm
69 ussfycrbyld
70 ussfycrbbaa
71 ussfytrb3av
72 ussfyytb6sm
73 ussfytrenl
74 ussfytrenl0
75 ussfytrenS

Other

76 usm0 b
77 usnbrrsab
78 uspmchin
79 uspmchlt
80 uspmchp
81 ustotrsab
82 usexpgdsb

83 uscnfbusq

indl prod - business equipment vola

indl prod - consumer goods vola

indl prod - durable consumer goods vola
industrial production - manufacturing (sic) vola
indl prod - final products, total vola

indl prod - materials, total vola

indl prod - nondurable consumer goods vola
indl prod - final products & nonindustrial supplies vola
industrial production - total index vola

indl utilization- manufacturing (sic) sadj
disposable personal income (ar) cura

personal income (ar) cura

corporate bond yield - moody's baa, seasoned issues
corporate bond yield - moody's aaa, seasoned issues
treasury bill secondary market rate on discount basis-3 month
treasury yield adjusted to constant maturity - 10 year
treasury yield adjusted to constant maturity - 1 year

treasury yield adjusted to constant maturity - 5 year

treasury bill secondary market rate on discount basis-6 month
spread uscrbyld - federal funds

spread uscrbbaa - federal funds

spread ustrb3av - federal funds

spread usytb6sm - federal funds

spread ustrenl _ - federal funds

spread ustrenl0 - federal funds

spread ustrenS_ - federal funds

monetary base cura

nonborrowed reserves of depository institutions cura
chicago purchasingmanager diffusion index-inventories(sa)
chicago purchasingmanager diffusion index-deliveries(sa)
chicago purchasingmanager diffusion index-prodn. (sa) sadj
total reserves of depository institutions cura

exports f.a.s. cura

ism purchasing managers index (mfg survey) sadj
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Table 1: Priors and posterior distributions of the DSGE model

Priors Pre-Volcker Volcker-Greenspan

Parameters | Distribution ]\(4S ?da)n Posterior Mean HPDI Posterior Mean HPDI

In~y Normal (%.gg) 0.50 [0.34; 0.65] 0.60 [0.47; 0.71]
In7* Gamma (%..(5)(())) 0.89 [0.32; 1.39] 0.86 [0.29; 1.39]
Inr* Gamma ((()).gg) 0.35 [0.21; 0.49] 0.62 [0.50; 0.74]
T Gamma (20..2(())) 2.73 [1.93; 3.54] 2.92 [2.12; 3.66]
K Gamma 8?50) 0.23 [0.07; 0.39] 0.18 [0.07; 0.28]
N Gamma (%'22) 1.34 [1.05; 1.64] 1.31 [1.04; 1.54]
Uy Gamma (2(.)'11%‘;’) 0.28 [0.12; 0.44] 0.31 [0.13; 0.51]
PR Beta (%..g)(())) 0.64 [0.54; 0.74] 0.85 [0.80; 0.89]
Py Beta (%.?(())) 0.93 [0.89; 0.97] 0.98 [0.96; 0.99]
P, Beta ((())..2%(())) 0.34 [0.18; 0.50]  0.39 [0.22; 0.54]
1000 R Inv. Gamma ((()).%15) 0.26 [0.22; 0.29] 0.17 [0.14; 0.19]
1000, Inv. Gamma (((])i§23) 0.44 [0.29; 0.59] 0.40 [0.26; 0.54]
1000, Inv. Gamma %i&% 0.89 [0.72; 1.07] 0.49 [0.40; 0.58]

Note: Std denotes the prior standard deviation.

22



Table 2: Test of equal predictive ability

Output growth Inflation
h=1 h=1
Mean AR DI VAR Mean AR DI VAR

AR 1.9255%* AR 3.9263**

DI 1.5973  0.9307 DI 4.4500%*%  1.7828*

VAR 0.0717  -0.5121 -1.7564* VAR 3.0615%* -1.6074 -2.1113**

DSGE -0.9024 -2.6596** -1.7920* -0.4876 DSGE 3.7594** -0.6776 -1.7600*  1.4286
h=4 h=4

AR 1.3480 AR 4.4020%*

DI 1.3946  1.0625 DI 4.2876*%* 0.7651

VAR  -0.1501 -0.5066 -1.2801 VAR 2.8762**  -2.0583** -1.7374*

DSGE -0.3808 -1.7051*  -1.5758  0.0272 DSGE 3.5416** -0.5707 -0.9553 1.5682
h=8 h=8

AR 0.8712 AR 2.7239%*

DI -0.0348  -0.1469 DI 2.0294**  -0.5322

VAR  -0.1056  -0.2922 -0.0382 VAR 0.4962 -1.4578 -0.6770

DSGE -0.0696 -0.1934 -0.0413  0.0041 DSGE 2.4887** 1.0221 0.7389 1.6901%*
h=12 h=12

AR 0.2276 AR 1.6331

DI 0.0733  -0.0001 DI 0.9783 -0.1480

VAR  -1.2491 -1.1778 -1.1886 VAR  -0.2035 -1.0909 -0.6896

DSGE -0.7834 -0.7779 -0.6828  0.5709 DSGE 1.9470*  1.8237* 0.7566 1.6608*

Note: The entries

are test statistics of pairwise tests of equal predictive ability. An asterisk denotes
rejection of the null of equal predictive ability at 10%. Double asterisks denote rejection at 5%. For
example the first entry means, at one-quarter-ahead horizon, the AR model outperforms the unconditional
mean forecasts for output growth. The associated test statistic is 1.9255 and hence significant at 10%
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Figure 1: Gain (Loss) in MSFEs: models versus unconditional mean
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Figure 2: Gain (Loss) in MSFEs: DI versus AR
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Figure 3: Gain (Loss) in MSFEs: DSGE versus VAR
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