
Macroprudential policy and growth-at-risk

The connection between financial imbalances and severe downturns in the real economy has 

increasingly come to the forefront of academic and economic policy debate since the global 

financial and economic crisis. In times when the economy is expanding, vulnerabilities can build 

up in the financial system. These include excessive leverage and overpriced assets. If a negative 

shock were to hit such financial imbalances, the result may be unfavourable interactions between 

the financial system and the real economy. This could culminate in a severe recession or even a 

financial and banking crisis. Looking to the upturn following the coronavirus crisis, too, there is 

the question of the extent to which financial vulnerabilities are building up that could result in 

new downside risks further down the road.

This article presents the growth-​at-​risk approach, which models the relationship between finan-

cial imbalances and downside risk in the real economy. Downside risk in the real economy is 

measured using the lower end of the probability distribution for the growth rate of gross domes-

tic product (GDP) – such as the largest decreases that occur with a 5% probability. Quantile 

regressions are used to show that downside risk in the real economy fluctuates over time in con-

nection with financial stress and financial vulnerabilities.

This relationship is then studied in more detail with the help of structural quantile vector auto

regressive models. These models enable the quantification of the impact of exogenous shocks on 

downside risk in the real economy. According to the model estimates, an abrupt deterioration in 

financing conditions can significantly increase the risk of severe downturns in the real economy.

The effect of financial shocks on downside risk in the real economy varies systematically depend-

ing on certain country characteristics which reflect financial vulnerabilities. For example, the prob-

ability of very large downturns in the real economy caused by financial shocks is greater, in par-

ticular, in countries with structurally higher levels of household debt and in countries whose bank-

ing systems have high foreign currency exposures.

Macroprudential policy can strengthen the resilience of the financial system and counteract the 

build-​up of financial vulnerabilities, reducing downside risk in the real economy. However, the 

empirical evidence also shows that it is difficult to make real-​time estimates of growth-​at-​risk with 

a longer lead time. Thus, findings from the growth-​at-​risk approach should always be embedded 

in an overall picture of the risk situation in the financial system, enabling macroprudential policy-

makers to respond to the build-​up of vulnerabilities at an early stage.
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Introduction

The period prior to the onset of the financial 

and economic crisis of 2008-09 – just like the 

period leading up to the sovereign debt crisis in 

the euro area – was characterised by years of 

vulnerabilities building up in the financial sec-

tors of some countries. These vulnerabilities 

can be traced back to financial imbalances such 

as excessive leverage and overpriced assets. In 

the wake of these crises, the relationship be-

tween financial imbalances and severe down-

turns in the real economy received more atten-

tion in the academic literature and economic 

policy debate. Strong slowdowns in economic 

growth in Germany have generally been linked 

to stress in the financial system since at least 

the 1970s (see the chart below).1 This relation-

ship was very pronounced during the financial 

and economic crisis of 2008-09 in particular, 

and the need for measures with a greater pre-

ventive focus became clear.

The interaction between economic growth and 

the financial system can be heavily influenced 

by vulnerabilities and the systemic risk resulting 

from them. Vulnerabilities can build up in times 

when the economy is expanding. During such 

periods, financing conditions are typically fa-

vourable, risk premia are small, and asset prices 

are rising. This can produce a situation in which 

decisions taken by market players seem to 

make sense at the micro level but neglect the 

potential negative implications for the stability 

of the financial system. These “externalities” 

can lead to an excessive increase in leverage in 

the non-​financial sector and risk appetite in the 

financial system. If substantial vulnerabilities 

have built up, even small shocks can trigger 

amplification effects through the financial sys-

tem which may result in strong economic 

downturns. This is especially the case if there 

are financial constraints in the economy which 

have the potential to become binding in a cri-

sis. If a negative shock hits the economy, the 

market price of assets falls. Falling asset prices 

can worsen the creditworthiness of the non-​

financial sector, for one thing. For another, the 

financial sector becomes less willing to grant 

loans, and there may be a supply-​side credit 

crunch. If financial constraints become binding, 

risk premia can rise abruptly. The initial shock 

may be amplified by the interplay between fall-

ing asset prices, reduced lending and deterior-

ating creditworthiness. The higher the leverage 

of the non-​financial sector and the more the 

financial sector reduces its risk appetite com-

pared with an upturn, the more significant this 

amplification mechanism becomes.

Macroprudential policy plays an important pre-

ventive role. It contributes to the stability of the 

financial system by identifying macro-​financial 

vulnerabilities at an early stage and acting to 

counter them using the appropriate instru-

ments. On the one hand, macroprudential pol-

icy reduces the incentives to take on excessive 

Especially deep 
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cial market 
stress
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conditions can 
foster build-​up 
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Macroprudential 
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Gross domestic product and episodes of 

stress in Germany's financial system

Sources:  Federal  Statistical  Office  and  Bundesbank  calcula-

tions.  1 According to the European financial  crises  database; 

see  M.  Lo  Duca  et  al.  (2017),  A  new database  for  financial 

crises  in  European countries  –  ECB/ESRB EU crises  database, 
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risk ex ante. The instruments used for this pur-

pose are designed to help ensure that the ef-

fects of individual decisions on the stability of 

the financial system are taken into account. On 

the other hand, various macroprudential instru-

ments, such as the countercyclical capital buf-

fer for banks, enhance the financial system’s 

resilience. This lowers the probability of self-​

reinforcing mechanisms being triggered.

This article explores the question of whether 

variables that reflect the build-​up of vulnerabil-

ities and short-​term stress in the financial sys-

tem contain information about downside risk 

in the real economy. In this context, downside 

risk in the real economy means the lower end 

of the probability distribution for the rate of 

change in GDP – such as the largest decreases 

that occur with a 5% probability. The growth-​

at-​risk approach is used for this purpose. This 

approach examines the relationship between 

downside risk in the real economy and financial 

stress as well as financial vulnerabilities.2

The growth-​at-​risk approach is now being used 

by many central banks and international institu-

tions, such as the International Monetary Fund 

(IMF). It makes it possible to quantify the im-

pact of the build-​up of vulnerabilities in the 

financial system and the potential occurrence 

of financial stress on downside risk in the real 

economy. However, growth-​at-​risk is a very 

new and dynamic research field. Existing stud-

ies sometimes arrive at different results regard-

ing the extent to which robust conclusions for 

the probability distribution of economic growth 

can be derived from macro-​financial variables.3 

Being aware of its limitations, the Bundesbank 

applies the growth-​at-​risk approach in its finan-

cial stability analyses alongside other methods, 

such as the early warning indicator for financial 

crises, and is constantly refining the models 

used for this.4

Financial imbalances and 
growth-​at-​risk – conceptual 
framework

In 2008, the global financial crisis interrupted a 

period of stable economic growth and low 

financial market volatility that had lasted sev-

eral years. Especially severe downturns of this 

kind with a low probability of occurrence are 

also known as tail events. One explanation for 

them is financial frictions, which can lead to 

non-​linear economic growth. In other words, 

enterprises and households which would re-

ceive loans under normal circumstances are 

suddenly shut out of the credit market and 

have to restrict their consumption and invest-

ment. This exacerbates an economic down-

turn.5

Both financial intermediaries and enterprises in 

the non-​financial sector often face constraints 

when financing their activities (financial fric-

tions) if, for example, they have low equity 

ratios or too little collateral.6 If, for instance, 

the market value of equity (difference between 

the value of assets and of debt) in the financial 

sector is high, that sector has easy access to 

additional debt funding. During periods of eco-

nomic stress, however, the value of assets de-

clines, which means that if the value of debt re-

mains unchanged, the market value of equity 

falls and access to financing is hindered. A simi-

lar financial friction restricts the debt capacity 

of non-​financial enterprises and households. In 

Growth-​at-​risk 
approach high-
lights relation-
ship between 
financial imbal-
ances and 
strong economic 
downturns

Dynamic devel-
opment of 
research on 
growth-​at-​risk, 
only few robust 
findings so far

Financial 
frictions can 
lead to strong 
downturns in 
economic 
growth

Economic 
agents may face 
constraints 
when financing 
their activ-
ities, …

2 The term “growth-​at-​risk” was first used by Wang and 
Yao (2001). The concept and methods were popularised by 
the paper published by Adrian et al. (2019). The term is 
based on the financial sector concept of “value-​at-​risk”.
3 See also Plagborg-​Møller et al. (2020).
4 See Deutsche Bundesbank (2017, 2018, 2019), German 
Financial Stability Committee (2018) and Beutel et al. 
(2019).
5 Another example of a friction which can likewise bring 
about strong non-​linearities is the effective lower bound of 
the short-​term interest rate. See, in particular, Christiano et 
al. (2014) and Aruoba et al. (2017).
6 For models in which financial intermediaries face finan-
cial constraints, see, inter alia, Gertler and Kiyotaki (2010) 
and Gertler and Karadi (2011). Examples of models in 
which the financial constraint exists in the non-​financial 
sector include Bernanke et al. (1999), Kiyotaki and Moore 
(1997) and Carlstrom and Fuerst (1997).
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particular, their ability to take up additional 

financing depends on the market value of their 

total assets. The higher the market value of 

assets, the easier and cheaper it is for the non-​

financial sector to obtain loans from the finan-

cial sector in order to finance investment and 

consumption.

Irrespective of whether the financial friction 

exists in the financial or the non-​financial sec-

tor, it produces amplification mechanisms be-

tween the real economy and the financial sys-

tem. The market value of total assets in the 

non-​financial sector and of equity in the finan-

cial sector is subject to cyclical volatility. In 

times of high asset valuations and low volatility, 

the financial and non-​financial sectors can ob-

tain funding relatively easily. In the financial 

sector, this increases the incentive to take on 

more debt in order to enjoy greater leverage. 

This means that given a specific level of assets/​

equity, a higher level of debt is possible. Risk 

premia for risky investments are low, and finan-

cial intermediaries increase the loan supply. In 

such times, rising asset prices, low financial 

market volatility and highly valued collateral in-

crease banks’ solvency and lending capacity, 

but also their willingness to take greater risks.7 

In the non-​financial sector, high asset prices 

and low volatility imply greater collateral qual-

ity. Debt capacity rises along with assets, mean-

ing that enterprises and households take on 

more debt. Market players’ decisions to take 

on more debt and more risk seem to make 

sense at the micro level, but can potentially 

have adverse implications for the stability of 

the financial system if negative shocks occur at 

the macro level.

The leverage built up during an upturn makes 

the economy vulnerable. If a negative shock 

hits the economy, output, investment and the 

market price of assets all fall. If the financial or 

real sector is heavily indebted, even small 

changes in the market price of assets can lead 

to major equity losses. As a result, financial fric-

tions may become binding for enterprises, 

households and banks, meaning that loans that 

would have been possible in normal times are 

no longer granted. First, the non-​financial sec-

tor’s debt capacity drops substantially. Second, 

the financial sector becomes less willing to 

grant loans, and there may be a supply-​side 

credit crunch. Risk premia can rise abruptly on 

account of growing risk aversion in the finan-

cial sector, which would exacerbate a down-

turn in the real economy. If financial frictions 

become binding, they can be amplified by mar-

ket liquidity frictions. The latter limit the ability 

to exchange investments and other assets for 

liquid financial assets such as deposits during 

periods of stress. The financial friction leads to 

investors increasingly and simultaneously wish-

ing to sell assets in times of crisis in order to re-

main solvent. This has a negative impact on the 

value of asset prices. Existing market liquidity 

frictions can result in market illiquidity, with 

even stronger drops in asset prices. The latter 

exerts added pressure on equity, amplifying fi-

nancial frictions which put more pressure on 

asset prices. Frictions which affect market li-

quidity can therefore trigger additional non-​

linear dynamics.8 The initial shock can be amp-

lified in a non-​linear way by this self-​reinforcing 

interaction between asset prices and financial 

and market liquidity frictions in the economy 

(see the chart below for a stylised depiction).9 

The vulnerabilities built up from the high lever-

age and weak balance sheets in the financial 

sector and/​or the real economy can thus lead 

to severe recessions or even financial and bank-

ing crises.10

… which are 
not binding in 
times of sound 
economic 
growth. Vulner-
abilities can thus 
build up, as 
incentives to 
take on more 
debt and finan-
cial risks 
increase

When existing 
vulnerabilities 
are high, finan-
cial constraints 
can become 
binding in reces-
sions and amp-
lify the down-
turn

7 See Brunnermeier and Pedersen (2009), Adrian, Moench 
and Shin (2010) and Adrian and Shin (2014).
8 The model of Kiyotaki and Moore (2012) contains both 
market liquidity frictions and financial constraints. Financial 
constraints restrict access to additional external financing, 
while the market liquidity friction limits firms’ ability to gen-
erate additional funds by selling financial assets in the mar-
ket. Brunnermeier and Pedersen (2009) show how these 
two constraints interact with and reinforce each other. In 
their model, market liquidity constraints result in high asset 
price volatility brought about by fire sales. Strong down-
turns in asset prices resulting from market liquidity con-
straints in turn increase financial constraints.
9 See also He and Krishnamurthy (2013) and Brunnermeier 
and Sannikov (2014).
10 For an approach in which the above-​described mechan-
ism – with the addition of further model assumptions – can 
result in a bank run, see Gertler and Kiyotaki (2015) and 
Gertler et al. (2016).
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Models with financial frictions form the theor-

etical basis for macroprudential policy meas-

ures. By strengthening the resilience of the 

financial system, macroprudential instruments 

can help prevent financial frictions from be-

coming binding, thus limiting downside risks to 

economic growth.11 Without macroprudential 

policy, economies in these models show exces-

sive debt levels owing to financial frictions, 

which increases the frequency and severity of 

financial crises and recessions.12 This is because 

the decisions made by market participants fail 

to take into account the potential negative re-

percussions for the stability of the financial sys-

tem. Theoretically speaking, macroprudential 

instruments could prevent excessive debt and 

bolster economic resilience.13 The theory sug-

gests that the use of macroprudential instru-

ments is particularly welfare-​enhancing when 

its intensity is tailored to the build-​up and de-

cline of vulnerabilities. This can be achieved by 

means of a four-​step policy cycle.14 First, the 

policy objective is specified and the relevant 

frictions are pinpointed. The second step is to 

identify objectively verifiable and measurable 

indicators which can be used to evaluate the 

need for policy action. The impact of any meas-

ures on pre-​defined indicators can be estimated 

through ex ante evaluations. Once the meas-

ures have been taken, ex post evaluations can 

reveal whether the objectives have been 

achieved and whether any unintended side 

effects have arisen. Information about the rela-

tionship between developments in the financial 

system and real economic downside risks from 

the growth-​at-​risk approach can potentially be 

incorporated into all four of these steps.

Empirical link between 
financial imbalances and 
growth-​at-​risk

Periods in which macro-​financial imbalances 

have built up are often followed by severe re-

cessions and financial crises.15 Strong credit 

growth can also predict sharp declines in bank 

equity prices.16 Moreover, a study for the 

United States shows that periods of very low 

credit risk premia and optimistic expectations 

about future financing terms often give way to 

periods of weak economic growth.17 In add-

Macroprudential 
policy can 
reduce the risk 
of sharp eco-
nomic down-
turns by limiting 
the build-​up of 
vulnerabilities 
and increasing 
the resilience 
of the financial 
system

Empirical studies 
show link 
between devel-
opments in the 
financial 
markets and 
depth of 
recessions

Interplay between assets, creditworthiness and lending in the financial system

during upturns and downturns*

* Bundesbank depiction based on T. Adrian and H. S. Shin (2010), Liquidity and Leverage, Journal of Financial Intermediation, Vol. 19, 
pp. 418-437.
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Falling market value
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11 See, inter alia, Brandao-​Marques et al. (2020), Carney 
(2020), Duprey and Ueberfeldt (2020), Galán (2020), 
Cechetti and Suarez (2020), Suarez (2020) and Inter-
national Monetary Fund (2019).
12 See, inter alia, Lorenzoni (2008) and Bianchi (2011).
13 See Bianchi et al. (2012), Bianchi et al. (2016) and Farhi 
and Werning (2016).
14 See Buch et al. (2018) and Buch (2020).
15 See, for example, Kaminsky and Reinhart (1999), Schu-
larick and Taylor (2012), Gourinchas and Obstfeld (2012), 
Claessens et al. (2011a) and Mian et al. (2017).
16 See Baron and Wong (2017).
17 See López-​Salido et al. (2017).
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ition, credit crunches lead to more serious 

recessions, with the subsequent economic 

recovery taking place more slowly compared 

with recessions that are not accompanied by 

credit crunches.18 Part of the empirical growth-​

at-​risk literature also investigates the extent to 

which macro-​financial developments are linked 

to the occurrence of extreme events a few 

years later. Although exceptionally favourable 

financing conditions are accompanied by low 

downside risks in the short term, in the me-

dium term, this relationship is reversed, with 

economic downturns that are especially severe 

becoming more likely.19 The severity of these 

downturns also depends on the degree and 

dynamics of private sector debt, developments 

in real estate prices and the accumulation of 

current account deficits.20 Above-​average levels 

in these measures signal that significantly larger 

downside risks to the real economy are to be 

expected in a few years’ time. This is consistent 

with the early-​warning characteristics that earl-

ier empirical studies identified for debt and 

house price indicators.21

The extent to which cyclical downside risks are 

correlated with changes in financial stress can 

be estimated using the growth-​at-​risk ap-

proach, which analyses how the estimated 5% 

quantile of the growth in industrial production 

fluctuates as financial stress rises and falls (for 

details about the model used, see pp. 73-74).22 

Financial stress is measured using an indicator 

of financial conditions and an indicator of fi-

nancial market uncertainty. These indicators 

combine a large quantity of relevant informa-

tion and are influenced by monetary policy and 

fiscal policy, amongst other factors. The adja-

cent chart shows the development of the 5th, 

50th and 95th percentiles of the probability 

distribution of German industrial production 

conditional on these indicators as well as the 

values actually recorded for the observation 

period. It illustrates that the conditional down-

side risks (5th percentile) fluctuate significantly 

more strongly than the median (50th percent-

ile) or the corresponding upside risks (95th per-

centile). It is clear, for instance, that the down-

side risks were particularly high during and 

after the global financial and economic crisis of 

2008-09. This indicates that financial market 

variables have an asymmetrical impact on the 

conditional probability distribution of industrial 

production, which supports theories in which 

financial and market liquidity frictions can sud-

denly become binding.

The link outlined for Germany between ele-

vated financial stress and growing real eco-

nomic downside risks can be observed across a 

large number of countries. The upper chart on 

p. 71 depicts the average path of measures of 

Fluctuations 
in financial 
markets may 
indicate higher 
downside risks

Growth-at-risk estimation for Germany*

Sources:  Chicago  Board  Options  Exchange,  Federal  Reserve 
Bank  of  Chicago  and  Bundesbank  calculations.  * Actual 
quarterly  growth rates of industrial  production in Germany as 
well  as their  estimated percentiles conditional on the Chicago 
Fed National  Financial  Conditions Index (NFCI)  and the CBOE 
Volatility Index (VIX).
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18 See Jordà et al. (2013) and Claessens et al. (2011a, b).
19 For a panel analysis of 11 advanced economies, see 
Adrian et al. (forthcoming). Brandao-​Marques et al. (2020) 
and International Monetary Fund (April 2021) present simi-
lar results based on a broader panel of countries.
20 See Duprey and Ueberfeldt (2020), Galán (2020) and 
Aikman et al. (2021).
21 See the references in footnotes 15 to 18.
22 See also Deutsche Bundesbank (2020).
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financial stress (top) and financial vulnerabilities 

(bottom) before and after recessions.23 The 

path of both measures reflects the average 

across all time periods and countries ob-

served.24 The point in time at which the reces-

sion begins is standardised to zero.25 There are 

signs that the measure for financial stress rises 

sharply during recessions and then falls again. 

The measure for vulnerabilities, which captures 

the simultaneous rise in debt and asset prices 

(equity, debt and real estate prices) largely mir-

rors this. In times of low financial stress, finan-

cial vulnerabilities build up in accordance with 

the theory on the expected impact of financial 

frictions.

Owing to the close (inverse) relationship be-

tween financial stress and the build-​up of finan

cial vulnerabilities, both measures are used to 

estimate growth-​at-​risk models in the litera-

ture. The upper section of the adjacent bottom 

chart calculates growth-​at-​risk by making it 

conditional on the measure for financial stress, 

whilst in the lower section, growth-​at-​risk is 

conditional on the measure for financial vulner-

abilities. The chart shows the 5th percentile of 

the average growth rate of GDP across the 

countries and periods analysed. In both cases, 

it falls significantly during the recessions. The 

key finding from this analysis is that there is a 

robust statistical relationship across a large 

number of countries and periods between an 

abrupt deterioration in financing conditions 

and the probability of severe economic slumps. 

Moreover, the estimation results indicate that 

the earliest point at which growth-​at-​risk starts 

Observation that 
indicators of 
financial stress 
rise sharply 
before and 
during reces-
sions holds true 
for many coun-
tries and time 
periods

Growth-​at-​risk 
analysis reveals 
a robust link 
between abrupt 
deteriorations in 
financing condi-
tions and the 
probability of 
severe economic 
slumps

Financial stress and financial 

vulnerabilities before and after 

recessions

Sources:  ECB  and  Bundesbank  calculations.  1 Based  on  the 

ECB's  Country-Level  Indicator  of  Financial  Stress  (CLIFS);  see 

T. Duprey and B. Klaus (2015),  Dating systemic financial  stress 

episodes  in  the  EU  countries,  ECB  Working  Paper  Series, 

No 1873. 2 Based on a financial  cycle indicator  developed by 

the  Bundesbank  and  the  ECB;  see  Y. S. Schüler,  P. P. Hiebert 

and T. A. Peltonen (2020), Financial cycles: Characterisation and 

real-time measurement, Journal of International Money and Fin-

ance, Vol. 100, No 102082.
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23 The measure used for financial stress is based on the 
ECB’s Country-​Level Index of Financial Stress (CLIFS); see 
Duprey and Klaus (2015). The measure for financial vulner-
abilities is based on a financial cycle indicator of the Bun-
desbank and the ECB; see Schüler et al. (2020a).
24 The countries observed are France, Germany, Italy, 
Japan, Spain, Sweden, the United Kingdom and the United 
States over the period from the first quarter of 1970 to the 
first quarter of 2019 insofar as the relevant data are avail-
able (unbalanced panel).
25 The following simplified method is used in order to date 
recessions uniformly across different countries. The start of 
the recession is dated as the first quarter in which the GDP 
growth rate was negative. The end of the recession is 
dated as the third consecutive quarter in which GDP 
growth was positive again.
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to fall sharply is five quarters before the start of 

a recession. The increased likelihood of a se-

vere economic slump is therefore indicated 

fairly shortly before the outbreak of a reces-

sion.26 Because macroprudential measures usu-

ally require a longer lead time before they take 

effect, such signals could come too late. Inter-

preting the signals in real time poses an add-

itional challenge. This means that macropru-

dential policy measures need to be imple-

mented before growth-​at-​risk estimates indi-

cate strong downside risks in order to 

counteract the build-​up of vulnerabilities in 

good time. Macroprudential measures that 

make the financial system more resilient to 

shocks should be taken in “good times”, and 

thus much earlier than growth-​at-​risk models 

are normally able to show, in order to limit the 

risk of negative shocks being amplified through 

financial frictions in “bad times”.

The transfer of financial 
shocks to growth-​at-​risk 
and the role of financial 
imbalances

The results obtained so far indicate a statistical 

relationship between real economic downside 

risks and financing conditions. The analyses 

have not yet revealed whether there is also an 

economic and causal relationship between the 

variables. This is also true for the potential di-

rection of impact: although a slump in eco-

nomic activity may, on the one hand, be caused 

or amplified by stress in the financial markets, 

on the other hand, the financial markets might 

also respond to deteriorations in the real econ-

omy or greater uncertainty regarding the future 

economic outlook with turmoil and increased 

volatility. To gain a better understanding of the 

impact of time-​varying financing conditions on 

the economy, researchers in this area use struc-

tural vector autoregression (SVAR) models. 

These linear multi-​equation models can capture 

the dynamic relationships between a large 

number of key macroeconomic variables. The 

residual values of the various individual equa-

tions can be used to identify the drivers of the 

model, i.e. the structural economic shocks. The 

aim is to observe the impact of exogenous 

shocks on the system in isolation and to esti-

mate their relative importance.

The majority of SVAR models used in the ap-

plied economic research model the dynamic re-

lationship of the averages of each variable, 

while the distribution of the variables around 

the average only depends on the statistical 

properties of the residual values. Model classes 

that model the dynamic relationships of the in-

dividual quantiles of the variables separately 

can be used to analyse changing dynamic cor-

relations between financing conditions and 

economic growth at different points of the 

probability distribution of economic growth.27 

To this end, methods have recently been de-

veloped in the academic literature that expand 

the above-​mentioned quantile regressions 

using dynamic multi-​equation models. These 

models are called structural quantile vector 

autoregression (structural QVAR) models (see 

the box on pp. 76 f. for a more detailed explan-

ation of the methods and an additional appli-

cation).28

To capture the dynamic relationship between 

financing conditions and the distribution of 

economic growth in the short and medium 

term, a model of this type is estimated for Ger-

many for the period from the first quarter of 

1983 to the second quarter of 2019 with the 

following endogenous variables: the US excess 

bond premium (EBP), German GDP, German 

employment figures, the German Consumer 

Price Index, euro area key interest rates, and 

Causal effects 
of stress in the 
financial 
markets and 
downside risks 
can be identified 
using economet-
ric methods …

… which are 
able to model 
the overall distri-
bution of eco-
nomic growth

Structural QVAR 
models can cap-
ture relationship 
between finan-
cing conditions 
and distribution 
of economic 
growth

26 The difficulty of predicting growth-​at-​risk over longer 
periods is discussed, inter alia, in Brownlees and Souza 
(2021) and Plagborg-​Møller (2020).
27 Alternatively, models with stochastic volatility can be 
used. See Carriero et al. (2020) for information about esti-
mating the risk of extreme events using Bayesian VARs with 
stochastic volatility.
28 The method described and used in this article is based 
on Schüler (2020b). See also Beutel et al. (2020). A further 
approach to estimating structural QVAR models can be 
found in Chavleishvili and Manganelli (2019).
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Estimating growth- at- risk using quantile regressions: 
methodological  background

Growth- at- risk is measured as a pre- defi ned 

quantile at the lower end of the distribution 

of a real economic growth rate. Real eco-

nomic growth can be measured here as the 

growth rate of, for instance, gross domestic 

product (GDP) or industrial production. 

Growth- at- risk is then often measured as 

the 5% quantile of the distribution of this 

growth rate conditional on certain explana-

tory variables. By estimating various quan-

tiles, the entire conditional distribution can 

also be approximated. Quantile regressions 

are a widespread method of estimating 

quantiles of variables.1

In quantile regressions, the conditional 

quantile of a variable Y is modelled as a lin-

ear function of a vector of conditioning 

variables X:

qY,⌧ (X) = X 0�.

Here, qY,τ(X) is the τ quantile of Y condi-

tional on X, defi ned as:

P (yt+h  qY,⌧ (X);Xt = X) = ⌧.

This means that the probability, conditional 

on X at time t, that Y at time t + h is less 

than or equal to the considered quantile, is 

exactly τ, i.e. 5%, for instance.

In order to put this concept into operation, 

the parameter vector β must be estimated. 

The estimated parameter vector β̂ minim-

ises the sum, weighted with the chosen 

value τ, of the absolute value of the devi-

ations ut+h = yt+h – Xtβ:

β̂ = argmin

T�hX

t=1

(⌧1ut+h�0
|ut+h|

+ (1� ⌧)1ut+h<0
|ut+h|),

where 1(.) is an indicator function which 

assumes  the value of 1 if the condition is 

met and 0 otherwise. This “loss function” 

penalises more severely those deviations 

which should be less likely given the quan-

tile to be estimated. For instance, if a 5% 

quantile is to be estimated, exactly 5% of 

the values in the sample should be less than 

or equal to the quantile and 95% of the 

values  greater than it. It is exactly this aim 

which is achieved by the described loss 

function: values under the 5% quantile in-

crease the function value to be minimised 

more strongly than values above the 5% 

quantile. The robustness of the estimate in-

creases with the number of available obser-

vations. This approach can be used to esti-

mate various growth- at- risk models de-

pending on the choice of the variables Y, X 

and τ.

An example that illustrates this point is a 

growth- at- risk model designed to gauge 

the downside risk to industrial production 

in Germany attributable exclusively to fi nan-

cial stress using available short- term data. 

Unlike measures such as the Bundesbank’s 

weekly activity index (WAI),2 the focus of 

the model is not to measure or predict the 

business cycle but to operationalise the 

above- described interplay between fi nan-

cial market developments and downside 

risks to the real economy from the perspec-

tive of the growth- at- risk approach.3 To this 

end, various quantiles of industrial produc-

tion growth with a frequency and forecast 

1 See Koenker and Bassett (1978).
2 The WAI is based on Eraslan and Götz (2020).
3 See also Adrian et al. (2019). For an assessment of 
the forecast quality of growth- at- risk models, see 
Brownlees and Souza (2021) and Plagborg- Møller 
(2020).
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the German financial stress index CLIFS.29 The 

EBP is the residual component of the credit risk 

premium adjusted for the influence of the pro-

jected probability of default of the enterprises 

and economic activity. It can therefore be inter-

preted as risk appetite within the financial sys-

tem.30 The effects of an unexpected deterior-

ation in global financing conditions on the dif-

ferent quantiles of the probability distribution 

of economic growth can be quantified using 

the structural QVAR model. Here, shocks to the 

US EBP are used to proxy shocks to global 

financing conditions.31 The US dollar plays a 

pivotal role as a financing currency for inter-

national financial intermediaries and as an an-

chor currency for portfolios worldwide. As a 

result, US financing conditions are a key factor 

for the global financial cycle and financing 

conditions around the world.32

The influence of the financial shock on growth-​

at-​risk in Germany can be estimated using what 

are known as quantile impulse response func-

tions. These depict the response of the various 

quantiles of the probability distribution of the 

endogenous model variables following shocks 

to financing conditions. Impulse response func-

tions for various scenarios are derived from the 

structural QVAR model (see the chart on p. 75). 

The first scenario analyses the dynamic re-

sponse at median economic growth in Ger-

many to a shock to global financing conditions 

originating from the United States. This scen-

ario can be interpreted as the typical response 

of the financial sector and real economy in Ger-

many. The results of the “median scenario” 

show that a sudden rise in the EBP of 200 basis 

points would lower the median (i.e. the 50th 

Estimation 
results for Ger-
many suggest 
that a shock to 
financing condi-
tions would sig-
nificantly reduce 
average future 
economic 
growth

horizon of one month are estimated. These 

quantiles are conditioned on the US Na-

tional Financial Conditions Index (NFCI) and 

the VIX volatility index. These measures are 

available at a weekly frequency and refl ect 

global funding conditions and uncertainty 

in the fi nancial markets, which play a key 

role for Germany, too, owing to an inte-

grated international capital market.4 The 

quantile regression is estimated over the 

January 1990 to October 2020 period. By 

estimating a series of quantiles, the entire 

conditional distribution function can be ap-

proximated.

4 The last available weekly data of the VIX and the 
NFCI for a given month are used in the quantile regres-
sions.

29 Prior to 1999, EONIA is linked to the shadow interest 
rate as used by Krippner (see https://www.ljkmfa.com/). 
German consumer price index data are taken from the IMF.
30 The construction of the EBP and the impact of an unex-
pected deterioration of the EBP on the US economy is de-
scribed in Gilchrist and Zakrajšek (2012).
31 For methods that treat the EBP as an exogenous finan-
cial shock, see, inter alia, Stock and Watson (2012) and Del 
Negro et al. (2020).
32 See Miranda-​Agrippino and Rey (2020).
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percentile) of economic growth in Germany by 

up to 0.8 percentage point in the first quarter. 

Here, the simulated rise in the EBP roughly cor-

responds to the rise that was seen in the United 

States during the 2008 financial crisis. Four 

quarters later, the median of the growth distri-

bution returns to its original value. Financing 

conditions in Germany would also deteriorate 

significantly, which may be a reason for the 

negative economic impact of the global finan-

cial shock. These results from the median scen-

ario are consistent with the existing literature 

on the international transmission of US finan-

cial shocks.33

The second scenario investigates how GDP 

growth behaves at the bottom 10th percent-

ile.34 A considerably stronger response to a rise 

in the EBP is seen at the 10th percentile of GDP 

growth than at the median of the distribution. 

The 10th percentile of GDP growth is thus 

around 2.5 percentage points below the base-

line. As the unconditional 10th percentile of 

GDP growth stands at -0.5%, this means that 

German GDP growth would, with a conditional 

probability of 10%, stand at -3% or lower in 

the first quarter following a global financial 

shock. After this shock, the bottom 10th per-

centile of GDP growth also remains below its 

historical baseline for a considerably longer 

period of time than the median. Only after 

around eight quarters does growth-​at-​risk re-

turn to its baseline. The impulse response func-

tions thus suggest that a global financial shock 

can have a non-​linear impact on the distribu-

tion of economic growth and that the probabil-

ity of especially severe economic downturns 

rises considerably.

This non-​linearity can also be confirmed for a 

broad cross-​section of countries. For this, the 

structural QVAR is expanded into a multi-​

country model (known as a panel SQVAR, or 

PSQVAR). This allows the impulse response 

functions at the 10th percentile of economic 

growth to be estimated for a large number of 

countries (details on the model and its results 

can be found on pp. 76 f.). For the cross-​section 

of advanced and emerging economies, as is 

also the case for Germany, it appears that a 

global financial shock significantly increases 

growth-​at-​risk on average across all countries. 

Here, there are considerable differences in the 

magnitude of the effect between the individual 

economies. These differences can be linked to 

various country-​specific characteristics that de-

pict financial vulnerabilities. In this way, it is 

possible to determine whether there is a rela-

tionship between the financial vulnerability of a 

country and its growth-​at-​risk following an un-

expected deterioration in global financial con-

ditions over a cross-​section of multiple coun-

tries.

The results suggest that financial vulnerabilities 

have an impact on the transmission of global 

Probability of 
especially severe 
downturns in 
economic 
growth rises to 
an even greater 
extent, however

Results can also 
be confirmed 
for a broad 
cross-​section 
of countries

Impact of a global financial shock 

on German GDP growth*
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33 See Miranda-​Agrippino and Rey (2020).
34 In the literature, both the 5th and 10th percentiles are 
used as a measure of downside risk. Due to the larger 
number of coefficients to be estimated in the structural 
QVAR model, the 10th percentile is used here.
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Impact of global fi nancial shocks on downside risks to 
growth in an international panel

If global fi nancial shocks of the kind seen 

during the global fi nancial and economic 

crisis in 2008-09 materialise, there can be 

downside risks to the global economy. It is 

possible to quantify such downside risks 

from a global fi nancial shock using an inter-

national panel dataset based on a structural 

quantile vector autoregressive (QVAR) 

model.1 This structural QVAR model allows 

analysts to depict non- linear relationships 

between the endogenous variables. In par-

ticular, it enables an assessment to be made 

of the impact of a global fi nancial shock on 

the different percentiles of the probability 

distribution of real gross domestic product 

(GDP) growth. As a result, it is possible to 

determine the growth- at- risk effects of the 

shock at the lower end of the GDP distribu-

tion, making the model particularly suitable 

for identifying downside risks.

The analysis is based on an international 

panel of 44 countries in total.2 Two steps 

are used to determine the impact of a 

global fi nancial shock. In the fi rst step, a 

QVAR model is estimated for each country 

over a period extending from the fi rst quar-

ter of 1980 until the fourth quarter of 2018. 

The model estimation uses Bayesian methods 

with a non- informative prior distribution for 

the coeffi  cients, and models the US excess 

bond premium (EBP),3 real GDP growth, 

consumer price infl ation and the short- term 

interest rate of the country in question. The 

EBP is used to proxy global fi nancing condi-

tions on account of the key role played by 

the United States in global fi nancial mar-

kets.4 The second step is to estimate panel 

quantile impulse responses. This is done 

using a mean group estimator based on 

average country- specifi c impulse responses.5

To depict a typical fi nancial shock, the struc-

tural QVAR model is used to simulate an un-

expected increase in the EBP by one stand-

ard deviation. The shock is identifi ed by ap-

plying a Cholesky decomposition to what is 

known as the co- exceedance matrix of the 

residuals from the structural QVAR model, 

with the EBP being ordered fi rst.6 The results  

are robust to other identifi cation assump-

tions.

1 The approach used here is based on Beutel et al. 
(2021) and Schüler (2020).
2 See Beutel et al. (2021) for details on the country 
sample and data sources.
3 See Gilchrist and Zakrajšek (2012).
4 The EBP measures the average credit risk premium in 
the US corporate bond market. Its advantage is that it 
represents a comparatively exogenous residual vari-
able, making it particularly suitable for identifying ex-
ogenous fi nancial shocks. See Gilchrist and Zakrajšek 
(2012).
5 See Pesaran and Smith (1995).
6 See Koenker and Portnoy (1990).
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The model estimates suggest that downside 

risks to the global real economy increase 

signifi cantly if there is an unexpected deteri-

oration in global fi nancing conditions. It is 

already evident at the median of the prob-

ability distribution of GDP growth that an 

unexpected increase in the EBP by one 

standard deviation is accompanied by a de-

cline in GDP growth of around 0.2 percent-

age point relative to the baseline (see the 

chart on p. 76). Four quarters later, the me-

dian of the growth distribution returns to its 

baseline value. If the model implied only a 

shift in the distribution of GDP growth fol-

lowing a shock, the effects at the median 

(50th percentile) and in the bottom 10th 

percentile (and also in the top 90th per-

centile) would be identical. However, the 

impact of the simulated shock at the lower 

end of the GDP distribution is signifi cantly 

stronger than it is at the median, with GDP 

growth at the 10th percentile dropping by 

around 0.7  percentage point below the 

baseline one quarter after the shock. By 

contrast, a fi nancial shock has a consider-

ably smaller impact on GDP growth at the 

median. Overall, the distribution of GDP 

growth conditional on the fi nancial shock is 

therefore skewed to the left, compared 

with the unconditional distribution, and the 

downward risks increase. The effects at the 

lower end of the distribution are stronger 

for countries with comparatively high bank-

ing system exposures in foreign currency, 

and for countries with heightened levels of 

household sector debt and with fi xed ex-

change rate regimes (see the adjacent 

table).

Impact of various country 
characteristics  on the size of the GDP 
response to a global fi nancial shock

 

Explanatory variable1 Coeffi  cient
Standard 
error

Financial openness – 0.001 (0.006)

Exchange rate regime 0.161*** (0.053)

Household debt – 0.034** (0.016)

Level of fi nancial market 
development – 0.015 (0.017)

Banking system exposures in 
foreign currency – 0.054*** (0.018)

Financial ties with the United 
States 0.012 (0.029)

Trade links with the United 
States – 0.013 (0.019)

Constant 0.976 (1.862)

Observations 44

R2 0.46

Sources: International Monetary Fund, Federal Reserve 
Board and Bundesbank calculations. 1 Estimation results 
of a least squares regression of the sum of impulse 
responses  by GDP growth at the 10th percentile of the 
distribution over the fi rst four quarters on the following 
country characteristics: a country’s fi nancial openness, as 
measured by the de facto measure for openness of Lane 
and Milesi- Ferretti (2007); the exchange rate regime, 
accord ing to the classifi cation of Ilzetzkiet et al. (2019) 
(where countries with fl oating exchange rate regimes are 
assigned a higher value); household debt, as measured by 
a country’s maximum loan- to- value (LTV) ratio weighted 
by the home ownership ratio; the level of fi nancial market 
development, according to the classifi cation of the IMF 
fi nan cial markets development index; banking system ex-
posures in foreign currency, as measured by the percent-
age of total banking system exposures according to Cesa- 
Bianchi et al. (2018); and a country’s fi nancial ties and 
trade links with the United States.
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financial shocks to the distribution of economic 

growth. For example, the probability of severe 

downturns in the real economy is greater, in 

particular, in countries with higher levels of 

household debt as well as those with banking 

systems that have higher foreign currency ex-

posures. These outcomes confirm the theoret-

ical mechanisms that financial vulnerabilities 

create the preconditions that allow negative 

shocks to trigger extreme events through feed-

back effects.

Macroprudential policy and 
growth-​at-​risk

The theoretical and empirical evidence for the 

relationship between financial imbalances and 

growth-​at-​risk suggests that macroprudential 

policy measures to limit the build-​up of vulner-

abilities may reduce downside risks to the real 

economy.

Empirical studies show that macroprudential 

policy can have an impact on debt dynamics 

and lending growth in the private sector as 

well as property price dynamics.35 Effective 

macroprudential policy can, for example, coun-

teract excessive debt in the private sector. The 

findings from the multi-​country model in the 

previous section, too, suggest that macropru-

dential policy can reduce downside risks to the 

real economy. This can be achieved by limiting 

the build-​up of excessive debt and lowering the 

extent of risk-​taking. This reduces the vulner-

ability of the economy to unexpected shocks to 

financing conditions, as it weakens the feed-

back effects arising from financial frictions. In 

addition, it may be possible to mitigate reinfor-

cing effects throughout the financial system by 

loosening macroprudential instruments during 

periods of acute stress, for example by lower-

ing countercyclical capital requirements in 

order to prevent financial frictions from becom-

ing binding and the banking system as a whole 

from excessively restricting lending.

In the academic literature, there are studies 

that more directly estimate the relationship be-

tween macroprudential policy and growth-​at-​

risk.36 While these studies differ in terms of the 

utilised datasets, investigated groups of coun-

tries, and analysed macroprudential instru-

ments, they all reach the same main conclu-

sion: tightening macroprudential instruments 

leads, with a time lag of around two to three 

years, to a significant reduction in future down-

side risks (growth-​at-​risk). At the same time, 

although the associated effects on both the 

median and the upper quantiles of GDP growth 

are negative, they are smaller, or even statistic-

ally insignificant, in absolute terms. While this 

suggests that there is a certain degree of 

macroprudential trade-​off, theoretical models 

show that the use of macroprudential instru-

ments in the presence of financial frictions may 

increase welfare. Furthermore, the estimation 

results point towards the effectiveness of 

macroprudential interventions being depend-

ent on cyclical factors. For example, if macro-

prudential instruments are tightened during a 

boom in the financial cycle, this leads to a 

greater reduction in future downside risks.

Even if the analyses from the literature on 

growth-​at-​risk and the impact of macropruden-

tial policy do produce valuable findings, there 

are some limitations that must be taken into 

consideration during the practical application 

of the individual approaches and their results. 

For example, the quantitative relationships be-

Response of 
growth-​at-​risk to 
financial shocks 
is stronger in 
countries with 
higher degrees 
of financial 
vulnerability

Empirical studies 
suggest that 
macroprudential 
policy can limit 
the emergence 
of vulnerabil-
ities …

… and is thus in 
a position to 
limit downside 
risks to the 
economy

Impact of 
macroprudential 
policy on 
growth-​at-​risk 
remains subject 
of current 
research

35 A comprehensive overview of the literature is provided, 
for example, by Galati and Moessner (2018) and Aikman et 
al. (2018). Araujo et al. (2020) conduct a meta-​analysis of 
58 of the most significant research articles on the effects of 
macroprudential policy measures. The majority of the re-
sults indicate that instruments that lead to a tightening of 
lending standards (such as upper limits on loan-​to-​value or 
debt-​service-​to-​income ratios) have a greater dampening 
effect on credit and property price dynamics than capital 
and liquidity requirements on banks, for example.
36 See Brandao-​Marques et al. (2020), Duprey and Ueber-
feldt (2020), Franta and Gambacorta (2020), Aikman et al. 
(2021), Galán (forthcoming) and International Monetary 
Fund (2021). In an ongoing project, the ESRB expert group 
“Macroprudential Stance – Phase III” is investigating the 
impact of macroprudential measures on growth-​at-​risk in 
the EU as well as the possibilities for formulating metrics on 
macroprudential stance based on empirical analyses. For 
more information, see also Suarez (2021).
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tween macroprudential measures and growth-​

at-​risk found in these analyses are largely not 

causal in nature, but are instead primarily re-

flections of statistical correlations.37 As the rela-

tionships between policy measures and future 

downside risks are estimated in reduced form, 

it is difficult to reach any conclusions on the 

relevance of individual transmission channels. 

The macroprudential policy indicators used are 

–  due to limited data availability, short time 

periods and differences in the individual instru-

ments – likewise incomplete. For example, the 

utilised indicators mostly only measure the fre-

quency of macroprudential interventions, not 

their magnitudes. Ultimately, the fact that the 

results are largely based on data from Euro-

pean, non-​European and emerging market 

economies may limit their applicability to Ger-

many.

Outlook

Since the developments before and during the 

global financial crisis and the European sover-

eign debt crisis at the latest, the issue of the re-

lationship between financial imbalances and 

real economic downturns has taken greater 

prominence in economic research and eco-

nomic policy debate. At many central banks 

and international institutions, the concept of 

growth-​at-​risk is applied to investigate whether 

financial vulnerabilities and short-​term stress in 

the financial system can provide information on 

the probability of particularly sharp downturns 

in economic growth.

Within the scope of the econometric applica-

tion of the growth-​at-​risk concept for Ger-

many, it can be seen that an abrupt deterior-

ation in financing conditions is linked to down-

side risks to the real economy. More detailed 

analyses show that there is a causal relation-

ship between unexpected deteriorations in fi-

nancing conditions and the probability of deep 

recessions. Initial findings on the impact of 

macroprudential policy suggest that instru-

ments that mitigate the build-​up of vulnerabil-

ities – such as excessive debt and increased risk 

appetite – may reduce downside risks to the 

real economy. However, the empirical evidence 

also shows that it is difficult to make real-​time 

estimates of growth-​at-​risk with a longer lead 

time. For this reason, policy recommendations 

derived from the growth-​at-​risk concept should 

always be incorporated into an overall picture 

of the state of the financial system as a whole 

so that macroprudential policy can respond to 

a build-​up of vulnerabilities in good time. This 

would limit the risk of shocks being excessively 

amplified by the financial system.

Growth-​at-​risk 
examines 
relationship 
between finan-
cial imbalances 
and downside 
risks to the 
economy

Shocks to finan-
cing conditions 
increase prob-
ability of very 
deep recessions

Macroprudential 
policy may 
counteract 
build-​up of 
financial vulner-
abilities and 
thus reduce 
downside risks 
to real economy
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